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Abstract. Currently, more and more interactive media environments are offered to users. Augmented reality (AR)
technologies are one of the environments where interactive interaction is provided and which can integrate objects
in virtual environments with real objects. Augmented reality technologies are used in many areas, including in the
field of education. Some aspects of the development of augmented reality applications are discussed in the article.
It was revealed that the Unity platform and the Vuforia plugin are used as the most popular tools by AR application
developers, which have a number of advantages. The process of developing an AR application for the education sector
using the Unity environment, the CG# programming language and Vuforia is considered. The Unity 3D environment
and the Vuforia plugin are in practice an effective combination of flexible mobile application development tools with

augmented reality elements.
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Introduction. Human-computer interaction is a
dynamically developing area of science. Continuous
improvement in technology leads to the possibility of
using new forms of user interface.

The globalization of virtual reality has led to the
introduction of the term «augmented reality» into
scientific circulation. While modern user interface
technologies are mainly focused on human-computer
interaction, computer-assisted augmented reality
offers animprovement on the human interface and the
real world. Augmented Reality (AR) is a technology
that adds digital objects to the real, physical world,
increases engagement and interaction, and provides
a richer human user experience [1].

Augmented reality technologies are used in
applications used in various areas of life: medicine,
education, tourism, art, trade, history, geography, etc.

For example, the BBC Civilizations AR app is often
cited as setting the benchmark for future AR apps
(https://www.bbc.co.uk/taster/pilots/civilisations-ar),
the SketchAR app is for creative AR tracing needs
(https://sketchar.tech/), «Find Your Car with AR» app
for targeted search of a parked car (https://apps.apple.
com/us/app/find-your-car-with-ar/id370836023) and
etc. Thus, the market for AR applications is actively

developing in various directions, which confirms the

relevance of the study.

Research methods. Augmented reality tech-
nologies add some interactive layers or elements of
three-dimensional space to the real world. Unlike
augmented reality, virtual reality (VR) is a complete
immersion in the created virtual digital world.
Various hardware products are used to experience
virtual and augmented reality, such as 3D cameras,
glasses, displays, helmets, head-mounted displays
(HUDs), sensors, smartphones, etc. [2].

Ronald Azuma identified a number of features
that augmented reality should have: a combination of
the real and virtual worlds, interactivity, and a three-
dimensional representation of objects [3].

Directions for solving problems related to image
processing in augmented reality are considered in
the work of Chimienti, Iliano, Dassisti, Dini (2010)
[4]; issues of developing a clear and understandable
interface in AR applications, ways to reduce human
errors when using AR are proposed by Martinetti A.
et al. (2017) [5].

The issues of using VR and AR technologies in
education are discussed in [6], in the tourism field
— Beck, J. Rainoldi, M. and Egger, R. (2019) [7], the
benefits of using AR applications in education are
described in [8].



Currently, in the field of AR, there are a number
of platforms and software solutions that support
application development technologies and tools.
In [9, 10], a comparative analysis of the AR SDK
(Augmented Reality Software Development Kit)
toolset was carried out, according to which Vuforia,
Wikitude, Easy AR are the most convenient. To develop
AR applications, we will use AR Vuforia on the Unity
3D platform, the combination of which allows you to
create applications for popular platforms Windows,
Android, MacOS, Apple iOS. There are a number
of other advantages: the ability to create 2D and 3D
applications, the use of JavaScript, C #, the presence
of the Asset Store, working with resources via Drag-
and-Drop and, importantly, the availability of a free
version with some limitations. The Vuforia engine
is easy to add to any project and supports AR app
development for Android, iOS, Lumin and UWP
devices. The Vuforia engine package can be added to
a Unity project from a Git URL (Figure 1).

Discussion of theresults. As an example, consider
the procedure for developing an augmented reality
application «Virtual Astronomy» for secondary
education using the Unity development environment
and the Vuforia plugin.

When planning an AR application, the steps
that are typical for the development of any software
are performed, namely, analysis of requirements,
determination of the purpose and objectives of the
application, determination of functional features.

The purpose of the software product is to provide
3D visualization of celestial objects and interactive
study of educational material on school astronomy.
Application tasks: organization of personalized
access to the application and provision of information
with augmented reality by sections of the material.

Key functional requirements: registration for
access to the application; provision of educational
material with test questions in sections; activation of
the AR mode through the integration of the mobile

Paspen «ABTOMaTuKa. DHepretuka. IKT>» W

device's camera API; capturing an image from the
camera of a mobile device; recognition of a marker
(object binding image) on the image from the camera
stream of the mobile device; loading and activation of
an AR object using Vuforia in the active camera mode
of a mobile device; dynamic display (animation) of
an AR object using Vuforia in the active camera mode
of a mobile device.

At the design stage, a number of UML diagrams
are built that describe the functionality of the
application. A use case diagram is shown in Figure 2.

The application class diagram is shown in Figure
3. The main classes that implement the business
logic of the application are: AR, DeviceAPl, Main,
Registration, Autorize, UserDataHandler, Theory,
Testing, CourseTopics, Content, Questions, as well
as two interfaces for accessing the Vuforia and Unity
logic.

The application deployment diagram is shown in
Figure 4. To deploy the application, a development
computer is used, which includes the Unity 3D
environment, Vuforia APl dependencies, .NET
Framework 4.7, Visual Studio environment, as well
as the Android target support module and a mobile
device or emulator (virtual machine) with installed
Android operating system.

During the development of an AR application,
after installing the Unity environment and the
Vuforia Engine plugin in your project, you must
also add the Unity ARCamera object, which includes
VuforiaBehaviour to add support for augmented
reality applications for both handheld devices and
digital glasses. For the app to work properly, you
need to remove the default Main Camera object and
replace it with the AR Camera object that comes with
the Vuforia Engine.

Then the main Vuforia AR scenes are configured:
go to the Vuforia Engine Menu, select an Image Target
or other targets to use (VuMark, Ground Plane, Mid).
Each Vuforia engine object can be configured in

O
Vuforia Engine AR

Version96.3 |

Fi 1 — Adding the Vuforia Engine AR
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Figure 3 — App Class Diagram

the GameObject Inspector. Accurate scale between
Vuforia targets and physical prints or objects must
be maintained precisely, or image quality is lost.
Digital content is then added to the target, it can be a
simple cube from a GameObject — 3D Object — Cube,
or content from the Unity Asset Store or developer
master samples.

In the code for displaying AR objects, the
following actions have been worked out: setting up
the transmission of information from the camera;
setting the tracking of the desired image; transfer of

EE] virtual data to the required object. A number of key

methods are described:

1. ARScreen.cs is a C# code file that implements
the functionality of loading augmented reality mode
and switching between it and the main application
workflow (void Start() and private void OpenHome()
methods).

2. RegistraionScreen.cs, LoginScreen.cs,
MenuScreen.cs, PracticeAstronomyScreen.cs —are
C# code files that contain methods for registering,
logging, navigating through the forms of an
authorized user application, and testing.

3. ScreenManager.cs is a C# code file that
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Figure 4 — Application Deployment Diagram

implements the interaction between user activities
and the Vuforia API loading mode by using the
public static void TransitScreen() method, which also
allows you to transfer control of the device's camera
and synchronize it with the search flow for markers
in the image.

4. AddVuforiaEnginePackage.cs is a C# file
that implements and defines the order in which
Vuforia elements and functionality are included in
applications, in particular:

- IsUsingUrl(Manifest manifest) — support for
loading the necessary dependencies through a remote
repository using the application manifest;

-void  DisplayAddPackageDialogue(Manifest
manifest) — displaying dialog boxes when working
with the API according to the application manifest;

-void UpdateManifest(Manifest manifest) -
update the application manifest when changing the
display order of objects or other settings;

-void SetVuforiaVersion(Manifest manifest) —
determines the version of the active instance of the
Vuforia object in AR mode;

- void JsonSerialize(string path) — serialization of
model and object data into json format;

- GetJsonString() — reading data of models and
objects from json into strings;

- Manifest  JsonDeserialize(string  path) -
deserialization of model and object data from json
format;

-int GetDependenciesStart(string json) - get
instances of active dependencies when AR mode
starts;

- int GetDependenciesEnd(string jsonString, int
dependenciesStartindex) — get dependency instances
when exiting AR mode to gracefully close image
capture mode.

The configuration form of the interactive AR

visualization model in the Unity environment using
Vuforia in the application project is shown in Figure
5.

The buttons for switching to the main form and
activating the augmented reality mode are located in
the upper left and right corners, respectively. After
clicking, the form for capturing an image from the
smartphone camera via the Vuforia API is activated.
When the device camera focuses on the image with
the specified markers, the animation is loaded and
rendered in augmented reality mode. An object is
displayed within the space of this form, with the ability
to scale. After loading all the objects and zooming
the image in the capture mode, the animation of the
planets of the solar system is displayed. The result of
displaying a set of objects when capturing a marker
on an image from a smartphone camera is shown in
Figure 6.

When changing the image capture angle, objects
can move proportionally to it. After returning to the
main form and switching to the testing activity, the
corresponding form is displayed, which contains a
button to return to the main activity.

Conclusion. Based on the analysis of the
development of augmented reality applications for
various application areas, we can conclude that the
Unity platform, which implements a large number
of libraries, dependencies and artifacts, actually
dominates the market.

As an example, an AR application was
developed using the Unity 3D environment, the C#
programming language and Vuforia. The application
allows you to increase the efficiency of visualization
of astronomy objects in augmented reality mode by
capturing markers with a smartphone camera, which
is especially important for secondary school.

It was revealed that the Unity 3D environ-
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ment and the Vuforia plug-in are in practice an | connecting additional hardware, in particular virtual
effective combination of flexible mobile application | helmets) due to integration mechanisms with each
development tools with augmented reality elements, | other. This may become the next topical direction for
having the potential to expand the application | the development of this project in the future.
functionality to full-fledged virtual reality (by
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Figure 5 — Configuration of an AR visualization model

Figure 6 — The result of displaying a set of objects when capturing a marker on an image from a smartphone
camera

REFERENCES

1. [JononHeHHan peanbHOCTb (AR): UTO 3TO M KaKyto Nosb3y npuHocut 6usHecy // URL: https://netology.ru/blog/09-2020-what-is-ar.

2. Kobayashi L., Zhang X.C., Collins S.A., Karim N., Merck D.L. Exploratory application of augmented reality/mixed reality devices for
acute care procedure training. West J Emerg Med. 2018 Jan; 19 (1): 158-64. DOI: 10.5811/westjem.2017.10.35026

3. Ronald T., Azuma A. Survey of Augmented Reality // In Presence: Teleoperators and Virtual Environments. — 1997. — No. 4. —
Pp. 355-385.

4. Chimienti V., lliano S., Dassisti M., Dini G. Guidelines for Implementing Augmented Reality Procedures in Assisting Assembly
Operations. DOI: 10.1007/978-3-642-11598-1_20. URL: https://www.researchgate.net/publication/220832727

5. Martinetti, A., Rajabalinejad, M., Dongen L. Shaping the Future Maintenance Operations: Reflections on the Adoptions of
Augmented Reality Through Problems and Opportunities, 2017 // URL: https://www.sciencedirect.com/science/article/pii/
$2212827116312732. DOI: https://doi.org/10.1016/j.procir.2016.10.130

6. Kiryanov A.E., Yyilmaz R.M., Maslov D.V., Masyuk N.N., Vorobev B.A. Augmented Reality Technologies in Education. https://
kvantorium37.ru/texnologii-dopolnennoj-realnosti-v-sfere-obrazovaniya.



Paspen «ABTOMaTuKa. DHepretuka. IKT>» W

7. Beck J., Rainoldi M. and Egger R. (2019) Virtual reality in tourism: a state-of-the-art review, Tourism Review. URL: https://doi.
org/10.1108/TR-03-2017-0049

8. EzgiPelinYildiz. Augmented Reality Research and Applications in Education // Augmented Reality. URL: https://www.researchgate.
net/publication/354383854_Augmented_Reality_Research_and _Applications_in_Education. DOI: 10.5772/intechopen.99356

9. Dhiraj A., Sharvari G. Comparative Study of Augmented Reality Sdk's // International Journal on Computational Science &
Applications 5 (1): 11-26 / URL: https://www.researchgate.net/ publication/276855764_Comparative_Study_of Augmented_
Reality_Sdk's DOI: 10.5121/ijcsa.2015.5102

10. Obzor populyarnyih AR-freymvorkov // URL: https://habr.com/ru/company/lodoss/blog/358780/

AR KocbimwiacslH ycacay ywiH Unity 3D opmacsiH yaHe Vuforia naaz2uHiH KondaHy
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1«E.A. Bekemog ambiHOaFrbl KaparaHObl yHusepcumemi» KeAK, KazakcmaHd, KaparaHosl, YHugepcumem Keuieci, 28,
2XymaHumac #corapel mekmebi, Monbwa, CocHoseu, 41-200, AH KunuHbcKul Keweci, 43,

3W1. KaHm amoeiHOarebl banmelk hedepandi yHusepcumemi, Peceli, KanuHuHzpad, A. Hesckuli keweci, 14,

*aemop-koppecrnoHOeHM.

AHOamna. Kasipei yakeimma nalidanaHywslnapra kebipek uHmepakmuemi medua opmasnap ycolHolaaosl. UHmMepak-
muemi e3apa apekemmecyoi KOMMAaMacbi3 ememiH #¥aHe supmyandbl opmada 0b6vbeKkminepdi HAKMblI 06beKkMinepmeH
bipikmipe anameiH opmanapobiH 6ipi — MosabIKMbIPbLIAFAH WbIHOLIK (AR) mexHono2usanapsl. TonbIKMbIPblAFaH WbIHObLIK
mexHos102uAnapbl KenmeaeH 6arbimmapoa, COHbIH iwiHOe 6inim bepy canaceiHOa 0a KOAO0aHbIAadbl. ymeicma mo-
/IIKMbIPbIAFAH WBIHObIK KOCbIMWAAAPbIH #acayobiH Kelibip acriekminepi KapacmoipblnraH. AR KOCbIMWanapbiH 33ip-
neywinep ywiH eH maHsiman Kypandap Unity nnamgpopmacs! xaHe bipkamap apmeliKwblasikmapsi 6ap Vuforia naa-
2UHI eKeHi aHbiIKmanodebl. Unity opmacel, C# 6baroapaamanay mini #aHe Vuforia kemezimeH 6inim 6epy cekmopsi yuwiH
AR KocbimwacelH a3ipaey npoyeci kapacmelpsiarad. Unity 3D opmacesi xcaHe Vuforia naaauHi ic #y3iH0e keHeliminzeH
WbIHObIK aniemeHmmepi 6ap Mobusnbli KOCbIMWanapobl UKkemOi a3ipaey KypanoapsiHsiH muimoi KombuHayusce! 60sbin
mabblnadel.

Kinm ce3dep: supmyandel opma, UHMepakmuemi e3apa apekemmecy, mosblKMbipPbiAfaH WbIHObIK MexHoA02us-
cbl, Augmentedreality AR, AR-koceimwa, Unity 3D, Vuforia, AR-KocbiMmwacsiH a3ipaey an2opummi, 8U3yanu3ayusHblH
AR-mooeni.

MpumeHeHue cpedsi Unity 3D u nnazuHa Vuforia dna pazpabomku AR-npunoxeHus
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2Bbicwias wikona XymaHumac, lNMoaswa, CocHosey, 41-200, yn. AHa KunuHbckozo, 43,
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AHHOMayusAa. B Hacmosuwee spems ace 60oabuwe UHMePaKMUBHbIX Meduacpeo npedsaazaromcs nosns3zosamenam. OOHoU
u3 cped, 20e obecneyusaemca UHMepPaKkmueHoe g3aumodelicmeue U Komopas Moxem UHmezpuposams 06vekmel 8
8UPMYAbHbIX CPEAAX C pedsnbHbIMU 06bEKMAMU, ABAAIOMCA MexHOo102uu 0ononHeHHol peansHocmu (AR). TexHoso-
2uu 0onosHeHHoU peanbHOCMU MPUMEHAMCA 80 MHO2UX HAMPAsAEHUSAX, 8 MOM Yucsae U 8 cihepe 0bpa3osaHus. B pa-
6ome paccmompeHbl HeKomopble acrnekmel paspabomxu npusnoxeHuli donosnHeHHol peanbHocmu. BoiseneHo, Ymo 8
Kayecmee Haubosnee 80cmpeb0o8aHHbIX UHCMPYMeEHMO8 pa3pabomyuxkamu AR-npunoxceHuli npuMeHAmMcA naamegpop-
ma Unity u nnaauH Vuforia, komopsie obnadarom padom npeumyuwecms. PaccmompeH npouyecc paspabomyu AR-npu-
710MeHUA 0418 cghepbl 06pa308aHUSA € Momoubro cpedsbl Unity, A3bika npoepammuposaHus C# u Vuforia. Cpeda Unity 3D
u naaeuH Vuforia Ha npakmuke [easatomca agppekmusHoli KombuHayueli cpedcme 2ubkol pazpabomku MobunbHbIX
npunoxceHuli ¢ anemeHmamu 0ornosaHeHHoU pednbHoCmu.

Kntouessble cnoea: supmyanbHas cpeda, UHMepaKmueHoe 83aumoodelicmaue, mexHosn02us 00nosaHeHHoU peasasHocmu,
Augmented reality, AR, AR-npunoxceHue, Unity 3D, Vuforia, anzopumm paspabomku AR-npunoxceHus, AR modesns 8u-
3yanusayuu.
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