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Abstract. The article demonstrates the principles of machine learning on the example of a specific applied scientific
research. The authors focus on topical issues of using machine-learning algorithms in various fields of activity, in
particular, medicine. In this paper, we are talking about one of the areas of study of machine learning —the classification
of plant leaf diseases. At the same time, the purpose of the article is to solve the problem using artificial intelligence
with minimal human intervention. The authors consider in detail the technology of using machine learning to solve the
problem of rice plant diseases. This project work used the Convolutional Neural Network (CNN) algorithm to classify

four classes of different rice diseases: leaf spot, rice blast, brown spot, and tungroz. In total, the model used 5932
images, of which 4746 images were used as training data and 1186 as test data. This made it possible to experiment
with a large number of data sets and thereby demonstrate the work of the machine learning method to solve a
specific scientific problem.
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Introduction

Over the past few years, machine learning has
made a breakthrough by making some of the routine
tasks of humans easier. In the future, machine learning
will only develop, opening up new opportunities for
humanity. However, not everyone fully understands
what it is and on what principle it works, although
they face the result of the process every day. The
work of some applications and programs in gadgets
and devices is established thanks to this technology.
Vivid examples are Siri and Alice. The main task of
machine learning is to teach artificial intelligence,
based on the information provided to it about the
world around it, to independently make decisions,
self-learn and constantly improve in its self-learning.
It is very important to understand how machine
learning works.

Research Methodology

Machine learning (ML) is a subset of artificial
intelligence (AI). ML s a class of artificial intelligence
methods, the characteristic feature of which is not
the direct solution of a problem, but learning by
applying solutions to many similar problems. For
building such methods, the tools of mathematical
statistics, numerical methods, mathematical analysis,
optimization methods, probability theory, graph
theory, various techniques for working with data in
digital form are used. [1].

The principle of machine learning allows you

to create computers and programs that think like a
person. However, at the same time, unlike a person,
they do not get tired, they can make fewer mistakes,
work with any amount of data and evaluate them
impartially. This opens up a huge field for the
possibilities of artificial intelligence.

The goal of machine learning is to extract
information from a data array, structure it to solve
certain mathematical problems using ML algorithms
[2].

Machine learning refers to a set of mathematical,
statistical and computational methods for developing
algorithms that can solve a problem not in a direct
way, but based on the search for patterns in a variety
of input data. With the help of machine learning,
many services and programs are created, from simple
ones that a person uses in everyday life to complex
tools needed in industry or security.

Machine learning is a field of computer
science that differs significantly from traditional
digital computing approaches. Algorithms in the
understanding of traditional approaches are sets
of pre-programmed instructions that are used to
calculate and solve problems. Machine learning
algorithms are used to perform statistical analysis on
input data to derive values is the solving a problem.

In the creation of such machine learning models,
labeled data plays an important role, based on which
the model can be trained to solve specific problems.

The ML specialist passes the data and explains what
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he wants to get as an output. He knows how to build a
model that answers the question. The goal of machine
learning is to teach a model to find a solution on its
own.

Currently, machine learning has begun to gain the
most popularity, as the amount of accumulated data
is growing every day, as well as computing power,
which makes it possible to apply complex algorithms
to solve various problems, using new methods and
algorithms.

Machine learning is used in various branches
of everyday life: from automating routine tasks
to creating smart systems [3]. Examples of using
machine learning algorithms:

e Forecasting. ML is often used to build predictive
models.

e Image recognition.

e Speech recognition.

e Medical diagnoses and others.

Machine learning is used for diagnostics,
forecasting, recognition and decision making in
various applied fields: from medicine to banking.
Almost no research in machine learning is complete
without an experiment on model or real data that
confirms the practical performance of a particular
method. Machine learning is based on the idea that
analytical systems can learn to identify patterns and
make decisions with minimal human intervention.

There are four key tasks in machine learning [4]:

e regression — predicting the numerical values of
features, for example, predicting future sales volumes
based on known sales data in the past;

o classification — predicting which of the known
classes an object belongs to, for example, predicting
whether a borrower will repay a loan, based on data
on how borrowers repaid loans in the past;

e clustering — division of a large number of objects
into clusters — classes within which objects are similar
to each other, for example, market segmentation,
dividing all consumers into classes so that consumers
inside classes are similar to each other, and in different
classes they differ;

e dimensionality reduction — reduction of a large
number of features to a smaller one (usually 2-3) for
the convenience of their subsequent visualization (for
example, data compression);

e search for anomalies — search for rare and unusual
objects that differ significantly from the bulk, for
example, the search for fraudulent transactions.

This research work used more datasets to improve
upon the classification accuracy. Convolutional
Neural Network (CNN) technique was used to
design the proposed model. CNN is preferred to
other techniques for its high classification accuracy
and also the ability to handle huge data. CNN works
well with huge datasets. As a modern approach in
image classification, CNN has the capacity to produce
definite diagnosis.

Deep-CNN needs huge datasets to produce better
accuracy. To obtain such data, image augmentation

EE canbeused to expand the training data using different

augmentation tools such as scaling, flipping, zoom
and shift.

There are three main parts that make up the entire
CNN architecture, namely: Convolutional layers
or convol layer, pooling layers, and fully connected
layers. The convol layer and the corresponding
pooling layers make up the feature extraction
processes while the FC layer forms the classification
process. The convol layer extracts features from the
images by performing mathematical operations.
The pooling layer reduces the size of the output of
the convol layer called feature map. The reduction
is to reduce the costs of computation. Although, the
dropout layer and the activation function are also
regarded as layers in the CNN framework, they are
also generally considered as significant parameters.
The former aid the model in dealing with overfitting
while the latter helps in adding non-linearity to the
neural network. For example, machine-learning
algorithms can be used to recognize various diseases
from available test data or MRI scans.

This work has used convolutional neural network
(CNN) algorithm to classify four classes of different
rice diseases of leaf blight, rice blast, brownspot and
tungro. The model has used 5932 images in total, with
4746 images as training data and 1186 as testing data.

The research results

Classification of plant leaf diseases is one of
the interesting areas of study in machine learning.
Rice is today, one of the most consumed food
worldwide. Boosting rice production across the globe
has therefore become imperative to cover the high
demand. Farmers need to acquire proper knowledge
to classify plant leaf diseases in their farmlands. The
knowledge is not readily available in rural areas [5].

Therefore, most farmers use manual method
to deal with plant leaf diseases. This practice has
led to the decline in rice production because of the
inaccuracies involved.

Deployment of technology in agriculture has
reduced many errors brought about by humans.
In today’s world, farmers need automated systems
to tackle problem of rice plant diseases. Various
techniques and methods can be used to design a
model that can detect and classify diseases of plant
accurately. Classification of plant leaf diseases in
agricultural field today has become a notable topic
of research in the aspect of disease recognition [6].
Images of the affected plants can be collected from
the field for use by the model in the classification
process.

However, obtaining large datasets is a big
challenge that is why some of the previous research
on image processing and classification worked
with small datasets. This research work used more
datasets to improve upon the classification accuracy,
obtained in. Convolutional Neural Network (CNN)
technique was used to design the proposed model.
CNN is preferred to other techniques for its high
classification accuracy and the ability to handle huge



data.

CNN works well with huge datasets. As a
modern approach in image classification, CNN has
the capacity to produce definite diagnosis [4]. Image
processing methods are important in recognising
diseases of plant promptly before damage is done.
To increase rice production greatly, robust techniques
such as CNN must be deployed.

Images of four different classes of rice diseases,
namely: Bacterial leaf blight, Rice blast, Brown spot
and Tungro have been used to carry out this research.
Augmentation activities like zoom and rotate have
been performed on the datasets to create additional
data needed for the training of the model. Figure 1
(a)-(d) depict the four classes of the rice diseases that
have been worked upon using Tensorflow library of
Python.

Bacterial leaf blight (Rice leaf blight) is a severe rice
disease that is caused by a bacterium called Xoo (X.
oryzae pathovar oryzae). It causes yellowish ooze or
wilting of leaves. Crop destruction due to this disease
could be up to 75% [6].

Rice blast also called neck blast is a deadly
paddy fungal illness that is caused by a fungi called
Magnaporthe oryzae. It causes high economic loss of
about 30% of the world annual yield [7]. Blast of rice
can be recognised by the appearance of lesions on
leaves, pedicles and seeds.

Brown Spot. Rice brown spot disease or paddy
brown-spot is one of the vital illnesses of rice plant
that is caused by a fungi called D. oryzae. It attacks
seedlings and grown plants. Itis one of the destructive
rice disease that could lead to total loss of crop yield
in the farmlands. It mostly appears in regions where
water is scarce [8]. Symptoms of brown spot includes
oval shaped brown spots and discolouration of stems.

Tungro. Rice tungro disease is one of the
disastrous paddy viral disease in the world, most
especially in South and Southeast Asia. It is caused
by amalgamation of two viruses, namely: Rice tungro
baciliform and rice tungro Spherical viruses [9].
These viruses can cause serious economic damage.
Symptoms of rice tungro includes; Stunting of leaves,
dark brown specks, yellow or orange leaves.

The dataset that has been used in this research
work has been collected from Mendeley dataset.
Total images of 5932 have been collected. The images
comprise of 4 classes of rice leaf diseases, namely:
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Bacterial leaf blight, rice blast, brownspot and rice
tungro. The dataset has been split into 80:20 ratios
for training and validation respectively. About 4746
files have been allocated for training of the model
while 1186 files for validating it. The CNN technique
has been used to design the model. RGB and 64X64
pixels have been used as the size and the colour of
the images respectively. The research model is shown
in figure 2.

The proposed model has been implemented as
follows:

Setup. The experiments have been carried out on
the windows 10 with 8GB RAM, 64-bit OS. Keras and
Tensorflow versions 2.6.0 have been used to run the
codes on the Google colab.

Image collection. The datasets comprising four
classes of rice diseases, namely; Rice blast, Bacterial
blight, tungro and brownspot have been used in this
project. The images have been wholly acquired from
Mendeley datasets repository.

Pre-processing and augmentation. The images
collected from Mendeley have been sized to 64X64
pixels and augmentation approaches like rotation,
zoom and rescaling were used to expand the data for
training purposes.

Proposed Model training. The files have been split
into 80:20 ratios and then mounted for training and
validation of the model. The model stops at exactly
25th epoch. This is because the error rate of the
testing data was negligible at that point. To reduce
losses and speed up result, Adam optimizer has been
used. The developed model has strictly followed the
classification process from the image collection stage
up to the classification as shown in figure 1 below.

Justification. CNN model was chosen for its ability
to handle huge data and also to offer excellent result.

The proposed model used 5932 files, of which
4746 were used for training and 1186 for verification.
The model gave an improved classification accuracy
of 99.12%. The batch size, image size, and kernel used
were 16, 64x64, and 3x3 pixels, respectively.

The proposed model has classified the testing
data as presented in figure 3 below.

In the creation of such machine learning models,
labeled data plays an important role, on the basis
of which the model can be trained to solve specific
problems. By itself, artificial intelligence is not able
to evaluate or predict something. In order for the

a — Bacterial blight; b — Rice blast; c — brownspot; d — Tungro

Figure 1 — Four classes of the rice diseases that have been worked upon using Tensorflow library of Python




B Tpyabl yHuBepcuteTta No4 (89) - 2022
64x64x16

32x32x16 32x32x32
- 16x16x32 16x16x64
convol 3x3 max pool
16 filters stride:3 8x8x64 4096 neurons FC
X
padding: 3 convol:3x3 max pool Th flatten
32 filters Stride:3 convol:3x3
padding: 3 64 filters max pool
padding: 3 stride:3
/"l output:1x1x64
drop out 0.2
FC: 1x1x4096
Figure 2 — Research framework
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Figure 3 — Classified data chart

model to understand, it needs to be trained to work
with data. Various techniques and methods can be
used to design a model that can detect and classify
diseases of plant accurately. Classification of plant
leaf diseases in agricultural field today, has become
a notable topic of research in the aspect of disease
recognition. Images of the affected plants can be
collected from the field for use by the model in the
classification process.

Conclusion
In general, this study is aimed at an in-depth

understanding of the principles of machine -
learning. This work, designed to reveal the principles
of operation of machine learning methods, is focused
on a specific scientific study. The basics of machine
learning look like this: a model is like a black box:
it takes input data — the condition of the problem —
and produces a certain answer, but the box has many
additional parameters. They affect how the data will
be processed. A machine-learning specialist selects
suitable algorithms for solving a problem, trains
several promising models.
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Manatizua mexHonozusAnelk yHugepcumemi, Manalizus, xoxop, Axncoxop-bapy, UckaHoap Mymepu, CKydad,
2«¢d6inkac CarblHO8 ambIHOaFbl KaparaHObl mexHUKanblK yHusepcumemi» KeAK, KazakcmaH, KaparaHoebl,

H. Hazapbaes daHrbinbl, 56,

*aemop-KoppecrnoHOeHm.

AHOamna. Makanada Hakmol K0aA0aH6Gs1bI FblAbIMU 3epmmey MbliCaablHOA MAWUHAALIK OKbIMy MpuHyunmepi Kep-
ceminzeH. Asmopnap KelamemmiH, apmypi cananapsiHOa, aman alimKkaHOa, MeduyuHada MawuHaAbIK OKbIMy an2o-
pummoepiH KondaHyOblH 63ekmi macesnenepiHe Ha3ap ayoapaodsl. bya xymeicma 6i3 MAWUHAALIK OKbIMYObIH 3epm-
mey 6arbimmapbiHblH 6ipi — 6CiMOIK #anbIpaK aypynapbiHblIH KAACCUGUKAYUACLI mypasbl alimeln omelpmel3. COHbIMeH
Kamap, MaKanaHslH MaKcamel —a0amMHbIH MUHUMA0bl apandcysbiMeH HacaHObl UHMENNEKM apKblabl MaceneHi weuwly.
Asmoprap Kypiw ecimOikmepiHiH aypyaapbl MaceneciH wewy yuiH MauuHaaelK 0Kbimyodsl KOA0AHY MeXHO102USCbIH
eaxeli-meaxcelini Kapacmelpadoel. byn #oba H#ymbiCbIHOA apmypni Kypiw aypynapsiHbiH, mepm KAACbIH XiKkmey YWiH
KOHB0/HOUUOHObI HelipoHObIK ycesni (CNN) anzopummi KonoaHbin0bl: #ansipaK 0aKmMapsbl, Kypiu #apslaybl, KOHbIp 00K
HaHe myHepo3. Modesnboe b6apbiFbl 5932 cypem nalioanaHblaA0bl, OHbIH iWiHOe 4746 cypem oKy depekmepi #caHe 1186
CbIHAK 0epekmepi pemiHde nalidanaHblaobl. byan KerimezeH 0epekmep HUbIHMbIFbIMEH Maxcipube #acayra #aHe cos
apKblabl 6enzini 6ip FoiabiMu MmaceneHi wewy YWwiH MAawuHasbIK OKbimy 30iCiHiH #(YMbICbIH Kepcemyze MyMKiHOIK 6epi.

Kinm ce3dep: MawuHanbIK OKbIMy, MAUWUHAbIK OKbIMY NpUHYUNmMepi, 0epekmep, XacaHObl UHMess1eKkm, Mooenboep,
anzopummoep, KeckiHoep, KeckiHOdi eHoey adici.

MpuHyunsl pabomoi MawuHHO20 o6yyeHus

1XAPOH Xabubonna, PhD, npogpeccop, habib@utm.my,

2*r0/I0BAYEBA Bukmopusa HukonaeeHa, 0.1.H., npogeccop, golovacheva_vn@mail.ru,

2TOMMUJIOBA Hadexcda MeaHoeHa, K.m.H., doueHm, tomilova_kstu@mail.ru,

YHusepcumem mexHonoauii Manaiisuu, Manadisus, [xoxop, [xcoxop-bapy, UckaHdap Mymepu, Ckyodad,
2HAO «KapazaHOuHcKuli mexHudecKul yHusepcumem umeHu Abblakaca CaeuHosa», Kazaxcmad, KapazaHoa,
np. H. Hazapb6aesa, 56,

*aemop-koppecrnoHOeHm.

AHHOMayus. B cmamse eMOoHCMpPUpPYoMca NPUHYUbI MAWUHHO20 06Yy4eHUs HA MpuMepe KOHKPemMHO20 MpuKaAadHo-
20 Hay4YHO20 UccnedoB8aHus. B yeHmpe 8HUMAHUS a8mMopPo8 HAX00SMCA AKMYaAsbHbIE 80MPOCs! UCMOAb30BAHUSA A/120-
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pUMMOB MAWUHHO20 0by4YeHUA 8 pa3nau4HbIx 0b6aacmsax deamenbHOCMU, 8 YaCMHocmu, MeduyuHe. B daHHol pabome
peyb udem 06 00HOM U3 HanpasaeHul uzyyeHus MawuHHo20 0by4yeHus — Kaaccugukayuu bonesHel aucmees pacme-
Hud. [Mpu amom yenbro cmameu A8AAEMCA peweHue 3a0a4u € MOMOWbIO UCKYCCMBEHHO020 UHMe1eKkma ¢ MUHUMAs1b-
HbIM 8Mewamenbcmaeom YesnoseKkd. Aemopsl NOOPO6HO paccmampusarom mexHo102U NPUMeHEHUA MAWUHHO20 06-
yyeHus 0718 peweHus npobaems! bonesHeli pacmeHuli puca. B amoli npoekmHol pabome ucrnonb308ascs AA20pUMM
ceepmoyHoli HelipoHHol cemu (CNN) 0n14a Knaccugukayuu Yemeolpex KAaccos passau4Hsix boaesHel puca: namMHUCMo-
cmu aucmees, NUPUKYAApUOo3a puca, bypoli namHucmocmu u myHepo3a. B obweli cnoxcHocmu moodesns Ucrnonb3oeand
5932 uzobpareHus, uz Komopoix 4746 ucronb308aaUCL 8 KaYecmee obyyarowjux OaHHbIX, a 1186 — 8 kayecmee mecmo-
8bIX OGHHbLIX. IMO 00710 803MOXHOCMb MO3KCIepPUMeHMUPO8aMs ¢ 6016WUM KOAu4ecmeom Habopos OaHHbLIX U mem
CcamoIM PoOemMoHCMpupPosams pabomy memooa MawWUHHO20 0b6yYeHUA K pelleHuo KOHKpemHoU HayyHol 3a0ayu.

Knrouesoie cnosa: mawuHHoe obyyeHue, NpuHyunsl MawuHHO20 0by4yeHus, OaHHbIE, UCKYCCMBEHHbIU UHMessneKkm,
modenu, anzopummel, U3obpaxceHus, memoo obpabomku uzobpaxceHud.
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