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Abstract. Considers the result of a comparative analysis of algorithms for filtering medical images obtained using
computed tomography (CT). The objective of the study was to eliminate the noise that occurs in computed tomography
images. The research was carried out on such types of filtration as Gaussian filtration and median filtration. During
the study, random noise was applied to quantitative and qualitative evaluation of the application of each filter. The
filtering methods considered were quantified using statistical parameters such as peak signal-to-noise ratio (PSNR),

structural similarity index (SSIM), and mean-square error (MSE). A qualitative assessment revealed that the median
filter effectively eliminates the noise from the image. However, with an increase in the dimension of the image

convolution kernel the requirements for computational resources correspondingly increase.
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Introduction. Medical imaging plays a key role
in the diagnosis and treatment of various diseases.
Most of the imaging techniques used are associated
with X-ray, CT, Magnetic resonance imaging (MRI),
Positron emission tomography (PET), ultrasound,
etc. Images obtained with X-rays, computed
tomography (computed tomography) are the basis
for radiation therapy. Most doctors prefer computed
tomography, which is also used to assess the parame-
ters of a diagnosed organ. Today, in order for artificial
intelligence to be able to diagnose medical diseases
using medical imaging data, their preliminary
processing is necessary. In practice, it is often not
always possible to identify useful information in the
image. Some of this information is not recorded by
the human eye due to poor contrast, background he-
terogeneity, high graininess, hardware defects and,
therefore, cannot be analyzed. For example, the noise
that any CT scan has is a major problem that limits
image accuracy in any quantitative or qualitative
measurement. This may be due to distortion caused
by objects that actively reflect light, such as glass or
iron. Therefore, preliminary filtering of the image is
necessary. Elimination of noise during preliminary
processing of CT images is one of the important
steps for solving the segmentation problem, since the
efficiency of subsequent stages of image processing
directly depends on it. That is why an important
factor for the successful segmentation of medical
images in order to detect certain features and extract
information from them is the application of various

filters to the images.

Data preprocessing and cleaning are important
tasks that must be completed before a dataset can be
used to train a model. In the previous work of the
authors[1], the data preprocessing process was carried
out in the form of text normalization, implemented by
methods of removing various characters, including
numbers and punctuation marks, as well as excluding
many auxiliary words imported as stop words from
the natural language processing NLTK library [1]. If
we consider the problem of pattern recognition, then
it has its own specifics. Preprocessing techniques
include various computer vision techniques such
as filtering and segmentation. In existing works
where such a comparative analysis was carried out
the quality of the filtering algorithms used was not
assessed, namely, the effectiveness of one or another
algorithm was determined by a simple comparison of
changes in the noise level, sharpness and other para-
meters. For example, in [2-4], the main algorithms for
image filtering are considered, which were compared
by simple signal-to-noise and performance ratios.
However, the experiments carried out do not allow
us to comprehensively investigate and get a complete
picture of the quality of one or another filtering
algorithm, since a simple ratio of one indicator to
another is not a strict metric of image similarity.
Another great example [5] analyzed filtering methods
including proposing a new method and evaluated
their quality by measuring distortion levels based on

peak signal-to-noise ratio (PSNR) and mean square EXEl
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error (MSE). However, the subject of this study
was ultrasound images, so a separate comparison
is required for computed tomography images.
Subsequently, the purpose of the work is to select
a suitable filtering algorithm according to certain
quality criteria of the image processed as a result and
by visual evaluation. Therefore, the following tasks
were formulated:

- to examine and apply the methods of linear and
nonlinear filtering on the example of medical images,
namely, computed tomography images;

-to conduct a comparative analysis of the
effectiveness and relevance of various methods of
filtering medical images by evaluating different
metrics;

- to find out which algorithm is the most optimal
for filtering a medical image based on the results of
the comparative analysis.

Types of image defects. Image noise is defined
by a change in brightness or chroma information
and is usually a key characteristic when considering
image quality. Accordingly, noise has different
types. Additive Gaussian noise is characterized
by adding values from the corresponding normal
distribution with zero mean «to each pixel of the
image. Moreover, it is usually introduced during the
digital imaging stage. Impulse noise is characterized
by the replacement of some of the pixels in the image
with values of a fixed or random value. Such a noise
model is associated, for example, with errors in image
transmission» [2].

Filtering is the process of modifying or enhancing
an image by strengthening or weakening any of its
characteristics (noise, blur, sharpness, etc.). Filtering
is divided into linear and non-linear. «Linear filtering
is widely used in digital image processing. It is based
on the use of fast convolution algorithms. Static
filter masks do not always guarantee acceptable
results. Linear filters lead to smoothing of brightness
differences, and this in turn complicates the task
of extracting boundaries. Nonlinear filtering has a
number of advantages over linear filtering: it distorts
brightness differences less, which makes it possible
to more accurately find the boundaries of objects»
[3] and removes impulse noise. There are a large
number of algorithms for both the first and second
types of image filtering. «The efficiency of these
algorithms depends on both the algorithm itself and
the image. For medical images obtained on different
devices using different physical phenomena» [6], it
is necessary to choose the right image processing
algorithms. Comparison of filtering algorithms in
order to choose the best one is an urgent problem [6].

Gaussian filter. Gaussian filter is a two-
dimensional «convolution operator that is used
to blur images and remove various noise. It uses a
convolution kernel, which is the shape of a Gaussian
(«bell-shaped») hump. Let's describe in detail some
of the special properties of this kernel. The Gaussian
distribution for one-dimensional convolution has the

EI form» [5]:

(i
G(x) p m € 20, (1)
where o (1)isthestandard deviation of the distribution.
The distribution is graphically illustrated below.

«The idea behind a Gaussian Blur (Filter) is to
use this bivariate distribution as a «point spread»
function, respectively, this is achieved by convolution.
Since the image is stored as a collection of pixels, we
need to do a discrete approximation to the Gaussian
function before we can convolution. In theory, the
Gaussian distribution is non-zero, which would
require an infinitely large convolution kernel, but
in practice it is» [3] actually zero, so the kernel can
be truncated at this point. It is not obvious how to
choose mask values to approximate Gaussian. The
gaussian value can be used at the center of the pixel in
the mask, but this is imprecise because the gaussian
value changes non-linearly across the pixel. We
integrated the gaussian value over the entire pixel (by
summing the gaussian in 0.001 steps). The integrals
are not integers: we scaled the array so that the angles
are 1. Finally, 273 is the sum of all the values in the
mask [7].

Generally, we can conclude that the Gaussian
filter has such an important advantage as effective
noise suppression, but the resulting image after its
application is deprived of fine details, while giving
a more general picture. It can also be noticed that to
significantly remove noise it is required to increase
the size of the convolution kernel, thereby increasing
the computational complexity.

Median filter. Median filtering is a non-linear
technique used to remove noise from images. It is
widely used because it is very effective at removing
noise while preserving the edges of the image.
Moreover, median filtering is especially effective at
removing salt-pepper noise. The median filter works
by moving through the image pixel by pixel replacing

Figure 1 — Gaussian distribution for two-dimensional
convolution, the mean deviation is (0,0), 0 =1




each value with the mean of neighboring pixels.
The neighboring pixel pattern is a matrix called a
«window» that moves pixel by pixel throughout the
image 2 pixels across the entire image. The median
is calculated by sorting all the pixel values from the
window in ascending order and then replacing the
pixel in question with the average (median) pixel
value. As for the two-dimensional median filters they
are presented at the following figure.

Median filtering is non-linear since the median of
the sum of two arbitrary sequences a(j) and b(j) is
not equal to the sum of their medians:

median|a (j) +b(j) ] # median[a (j) |+ median[b(j)]. (2)

This inequality (3) can be verified by the example
of sequences 30, 40, 50, 60, 70 and 120, 130, 140, 130,
120.

Various strategies for applying the median filter
to suppress noise are possible. One recommends
starting with a median filter that spans three image
elements. If the signal attenuation is negligible, the
filter window is expanded to five elements. This is
done until median filtering is doing more harm than
good. Another possibility is to perform cascaded
median filtering of the signal using a fixed or variable
window width. In general case, those areas that
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remain unchanged after a single treatment with a
filter do not change after repeated processing. Areas
in which the duration of the pulsed signals is less
than half the width of the window will be subject to
changes after each processing cycle [8].

Materials and methods of the research.
Computed tomography images were selected as
initial images for comparative analysis. The OpenCV
computer vision and image processing library
contains implementations of many algorithms of
various types, including those that implement the
filtering function. In this work, for comparative
analysis, the cv2 and scikit-image libraries of the
Python programming language were used as a tool,
the simulation was carried out on an Intel Core i5 1.6
GHz, 8 GB RAM, with the Windows 10 operating
system on a 64-bit processor.

Let's consider the application of the Gaussian
and median filter on the example of medical images.
The images were computed tomography images of
the lungs provided by the dataset from The Cancer
Imaging Archive.

Since the CT images are in DICOM format, we
use pydicom library to extract information about
them, including the images themselves. To carry out
this experiment, random noise with a value of 0 =0.03
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Figure 2 — Example of two-dimensional median filtering using a 3x3 window

Figure 4 — The original image after applying noise

Figure 3 — Initial medical Dicom image
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was applied to the original medical image.

Let us perform Gaussian filtering on the image
with standard deviation (¢) values equal to 1, 1.5 and
2, respectively. The results are shown below.

The use of a Gaussian filter demonstrates that
an increase in the parameter ¢ leads to a greater
blurring of the image, but this is optimal only for a
certain range of values of 0. The next figure below
shows the results of applying median filtering using
convolution windows of 3x3, 5x5, 15x15, respectively.

The median filter with 15x15 convolution window
not only effectively removed noise, but also preserved
the brightness and outlines within the image itself.

Analysis of the effectiveness of filtration
methods. «There are two possible approaches
to assessing the quality of images: objective or
quantitative assessment using mathematical methods
(mean—square error, measures that take into account
the peculiarities of image perception by the human
visual system) and subjective assessment based on
expert assessments» [5]. In our case, a quantitative
assessment was used, respectively, to analyze the
effectiveness of filtering methods, the following types
of measurements of the level of image distortion were
applied [10]:

1) PSNR - peak signal-to-noise ratio;

2) SSIM — structural similarity index;

3) MSE — mean-square error.

The PSNR method is most commonly used to
measure the level of distortion in image compression.
It can be determined through the mean squared error
(MSE). Typical PSNR values for lossy image and video
compression are between 30 and 50 dB, assuming a
bit depth of 8 bits, the higher the better. For 16-bit
data, typical PSNR values are 60 to 80 dB [11].

Original image Gaussian filter sigma=1

Gaussian filter sigma=1.5  Gaussian filter sigma=2

SSIM is one way to measure the similarity
between two images. The SSIM index is a full
matching method, in other words, it measures quality
based on the original image (not compressed or
distorted). A distinctive feature of this method is that
it takes into account the «error perception» by taking
into account the structural change in information.
The idea is that the pixels in an image have a strong
relationship, especially when they are spatially close.
These dependencies carry important information
about the structure of objects in the image and the
scene as a whole. The range of SSIM values is from -1
to +1, where SSIM equal to 1 means that the images
are completely identical.

Another most common criterion for assessing
image quality is the root mean square error (or MSE)
estimate, calculated by averaging the squares of the
differences between the intensities of the distorted
and reference image pixels. This method is simple
to calculate and has a clear physical meaning. The
optimal value of this quality criterion is the lowest
one obtained as a result of the calculation for several
images [12].

After calculating all the parameters of the image
quality, it was decided to also measure the noise level
according to the method proposed by Immerkaer
[13]. Immerkaer has proposed a simple and efficient
way to calculate noise variance. Its essence consisted
in suppressing the image structure using the Laplace
operator and calculating the standard deviation
of noise. This approach only required convolution
and averaging operations without any statistical
calculations, due to which it was fast. For the original
image, the level of noise variance was calculated in
advance and it was equal to 0.191.

Median filter 3x3

Original image

Median filter 5x5 Median filter 15x15

.



Table 1 — Presents the results of applying image quality metrics for Gaussian filtering
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Measure c=1 c=1.5 c=2
PSNR 20.22 19.19 18.11
SSIM 0.46 0.30 0.23
MSE 0.010 0.012 0.015

o} 0.0047 0.00015 0.0002

Table 2 — Shows the results of applying image quality metrics for median filtering

Measure Convolution window 3x3 Convolution window 5x5 Convolution window 15x15
PSNR 18.71 18.24 17.75
SSIM 0.28 0.17 0.10
MSE 0.015 0.016 0.017
o 0.0327 0.0140 0.0022
Conclusions to the Immerkaer metric. Moreover, it should be

This paper considered the effectiveness of three
different medical image filtering methods tested using
quantitative similarity scoring metrics. From the first
point of view, with a visual qualitative assessment, it
can be said with certainty that median filtering is the
most efficient at eliminating noise. However, it should
be noticed that the image to which the Gaussian filter

noted that the estimated metrics of image similarity
are not reference indicators, since it is necessary to
take into account the individual characteristics of
human perception of the image. Consequently, there
is no strictly defined filter that would easily change
such important image parameters as sharpness, noise
level or color defects without any difficulties.

has been applied has the lowest noise level according
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KaparaHObl mexHuUKanelK yHugsepcumemi, Kazakcmad, 100027, KaparaHosl, H. Hazapbaes daHfbisbl, 56,
*aemop-KoppecrioHoeHm.

AHOAamna. Komnstomepnik momoepagus (KT) HeziziHOe anbIHFAH MeOUYUHAsbIK KecKiHOepOi cy3y anzopummoepiHiH
€as16ICMbIPMAsbl MaadaybiHbIH HIMUXCECi MAAKblAAHAOb!. 3epmmey0diH MAKCamel — KOMIbOMepPsiK MOMO2PaPUAbIK
cypemmepOe nalioa 6oaameiH wyobl #0t0blH oHmMalinsl cy3y anzopummid maby. 3epmmey laycc cy32ici meH medu-
QHAAbIK CYy3y cuaKkmoel mypaepi 6olibiHWa Hypaizindi. 3epmmey KeziHOe cy32iHiH ap MypiH Ko10aHyObl CAHObIK H(aHe
canansiK 6aranay ywiH kezoelicok wy KoandaHbin0bl. KapacmeipbiaraH cy3y adicmepi cuzHan0biH WyblaFa KAMbIHACkI
(PSNR), KypbinbimObIK yKcacmeolK uHoekci (SSIM) waHe mybipaik-opmawa keadpammelK kame (MSE) cuskmel cma-
mucmukanelk napamempnepoi Koa0aHy apKblael caHOblk mypoe aHblkmandel. Cananelk 6aranay meduaHanbiK cy3ei
KecKiHHeH wyObl muimoi mypde KemipemiHiH kKepcemmi, analida KecKiHHiH KOHBYbCUAMbIK A0POCLI KeAeMiHiH YaFra-
tobIMeH calikeciHwe ecenmey pecypcmapbiHa KoliblaamelH mananmap 0a apmadbil.

Kinm ce30ep: meduuyuHansik beliHeney, cypemmi andbiH ana eHOey, cypemmi cy3y, cypemmiH, WwyblH a3alimy, kepcem-
Kiumep.

CpasHumenoHbili aHanu3 memoodos puabmpayuu meduyuHckux KT-usobpaxceHuli 0na peweHus 3a0a4u
ceameHmayuu

*KAMBACOBA fluHapa eHucbekosHa, PhD, u.o. doyeHma, dindgin@mail.ru,
IHYPTAM MapsrynaH, mazucmpaHm, 2p. MICM-20-1, solano.lifan2@bk.ru,
KapaeaHOuHckuli mexHuveckuli yHusepcumem, KazaxcmaH, 100027, KapaeaHoa, np. Hazapbaesa, 56,

*aemop-KoppecrnoHOeHm.

AHHOmMayusA. Paccmampusaemcsa pesysemam cpasHUMesAbHO020 AHAAU3A AA20pUMMO8 Puabmpayuu MmedUyUuHCKUX
u3obpaxceHuli, Noay4YeHHbIX HaO 0CHoge KomnbtomepHol momozpagpuu (KT). 3a0auya uccnedosaHus cocmosa 8 nouc-
Ke ofmumMasnbHO20 a120pUMMa puabmpayuu 0418 yCmpaHeHUs Wyma, 803HUKAOUW,e20 HO CHUMKAX KOMMblomepHoU
momoepagpuu. NccnedosaHue nposoousanocs HaO MAKUX 8UOAX (huMbMPAyUU, KaK 2ayCCOBCKAA (hunbmpayus u MeouaH-
HasA punbmpayus. B npouecce uccnedosaHus cay4aliHell wym 6bia npumeHeH 014 KoaudyecmeeHHoU u KayecmeeHHOoU
OUeHKU npumeHeHUa Kaxdo2o suda ¢uaempa. KosuyecmeeHHAs OUeHKA PpAacCMOmpeHHbIX Memooos (uabmpayuu
ocywecmensanacs ¢ MoOMoWbo MAKUX CMamucmu4eckux napamempos, KaK nuKosoe omHouwleHue Cu2Hand K wymy
(PSNR), uHdekc cmpykmypHozo cxoocmeaa (SSIM) u cpedHekeadpamuyHaa owubka (MSE). KayecmeeHHAs oyeHKa rno-
Ka3as1a, Ymo meOuaHHbIl hunemp aghgpekmuesHo yoansaem wym ¢ u3obpareHus, 00HAKO C ygesnu4eHUem pasmepHocmu
A0pa c8epMKU U306paXeHUs coomeemcmeeHHO 803pAcMarom mpebo8aHUSA K 8bI4UCIUMENbHLIM Pecypcam.

Knrouesoie cnosa: meOuyuHCKaa susyanusayus, npedobpabomka uzobpaxceHus, hunbmpayus uzobpaxceHus, wymo-
nodassneHue u306paxceHus, MempukKu.
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