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Diseases

Expert System for Predicting Oncological

Introduction

Oncological diseases are one of the lead-
ing causes of death worldwide. According to
the World Health Organization, the annual in-
crease in the number of cases of oncological
diseases emphasizes the need to develop ef-
fective methods of early diagnosis and progno-
sis to reduce mortality and improve the quality
of treatment.

Modern artificial intelligence technolo-
gies and machine learning algorithms provide
unique opportunities for analyzing medical
data. These approaches allow us to identify
complex patterns and predict the risks of on-
cological diseases with high accuracy [1]. This
opens up prospects for creating expert sys-
tems that can support doctors in making clini-
cal decisions.

The purpose of this study is to develop an
expert system for predicting oncological dis-
eases based on machine learning methods.
The main objective is to create an architec-
ture and software implementation of a system
capable of analyzing medical data, identifying
hidden patterns and predicting the likelihood

EHA of diseases with high accuracy. Particular at-

tention is paid to the integration of modern
artificial intelligence technologies into clinical
practice in order to improve early diagnosis,
minimize errors.

This study examines machine learning
methods for data analysis, modeling features,
and algorithmic approaches aimed at increas-
ing the accuracy of predictions and improving
the clinical significance of the results obtained.

Research methods

The research methods include three key
approaches that ensured a comprehensive and
detailed study of the tasks. Each of them was
used at a certain stage of the development of
the expert forecasting system.

At the first stage of the work, an in-depth
analysis of the scientific literature was car-
ried out, including articles, reports and mono-
graphs devoted to oncological diseases, fore-
casting methods and the creation of expert
systems. This approach allowed us to identi-
fy the current level of knowledge in this area,
identify existing gaps and clarify the objectives
of the study. The literature review covered the
methods of artificial intelligence (AI), machine
learning and expert systems, which formed



the scientific basis for designing the system. In
particular, key works on the fundamentals of
neural networks and deep learning algorithms
[2], studies on the use of ML in medical diag-
nostics [3], as well as books revealing the spe-
cifics of Python programming and application
development using the TensorFlow and Keras
libraries [4-5] were studied.

In the process of developing the expert sys-
tem, the results of modern medical research
on the use of artificial intelligence methods in
cancer diagnostics were taken into account. For
example, some studies have shown that the
use of convolutional neural networks (CNN) for
analyzing mammograms can achieve diagnos-
tic accuracy of up to 90%, which is comparable
to the results of experienced radiologists [7].

To assess the advantages of the proposed
system, scientific publications on the use of
IBM Watson for Oncology were also analyzed.
According to the study, the IBM Watson system
achieves a forecast accuracy of about 88%,
while its use in clinical settings has reduced
the number of diagnostic errors by 15%.

The developed expert system for predicting
cancer diseases is based on proven machine
learning methods, such as convolutional neu-
ral networks (CNN), which can be perceived
as an adaptation of existing technologies [8].
However, the key advantage of the proposed
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solution is not only the use of known architec-
tures, but also their optimization and adapta-
tion to the specific tasks of cancer diagnostics.
Unlike many analogues, the system offers a
hybrid approach that combines the analysis of
medical images (e.g. mammograms) with the
processing of time series of clinical data. Such
integration allows for more accurate and re-
liable forecasts, which is especially important
when working with multidisciplinary medical
data [9].

The system does not offer a fundamentally
new method, but it makes a significant con-
tribution to the practical implementation of Al
medicine.

Systems built into health monitoring de-
vices can track a patient's vital signs, identi-
fy alarming changes and notify doctors or the
patient. ESPs can analyze laboratory tests,
manage medical documentation processes and
help in compiling reports. Expert forecasting
systems are one of the most promising tools
for improving the diagnosis, treatment and
prevention of diseases (Figure 1). Their im-
plementation allows not only to improve the
quality of medical care, but also to make it ac-
cessible to a larger number of people.

A comprehensive review of scientific and
technical publications devoted to the predic-
tion of oncological diseases, the use of artificial
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intelligence methods, machine learning and
the creation of expert systems helped to iden-
tify key areas for the design of an expert sys-
tem for the early prediction of breast cancer
(Breast Cancer Predictor - BCP) and a number
of unique features that distinguish it from oth-
er tools:

Integration with artificial intelligence tech-
nologies (AI). The use of machine learning,
natural language processing (NLP) and deep
learning algorithms allows BCP not only to
work with fixed sets of rules, but also to inde-
pendently adapt to new data.

Big Data Analysis. One of the main features
of BCP should be the ability to analyze huge
amounts of medical information, including
electronic medical records, genetic data, labo-
ratory results and scientific articles.

Interactivity and adaptability. BCP should
interact with the user in real time, providing
recommendations and explaining its findings.
In addition, it should be able to be customized
for specific clinical tasks.

For complex tasks, hybrid models were
used that combine the capabilities of CNNs and
RNNs, which made it possible to effectively an-
alyze both spatial and temporal data. These
approaches were chosen based on the specif-
ics of medical data and its structure.

During the testing and validation stage,
techniques such as cross-validation, overfitting
control, and balanced sample selection were
used. This ensured the stability and reproduc-
ibility of the model results. In addition, a sys-
tem architecture was developed (Table), which
covered key functional elements such as the
medical data entry interface, their analysis and
visualization, and the generation of forecasts
and recommendations.

The developed expert system was com-
pared with alternative models, including IBM
Watson for Oncology and specialized diagnos-
tic tools. The developed system showed 95%
accuracy, 92% recall, and 93% F1-measure,

BCP key functional elements

while IBM Watson for Oncology achieves about
88% accuracy, 85% recall, and 86% F1-mea-
sure. Other specialized systems for diagnosing
oncological diseases show results in the accu-
racy range from 85% to 90%, which is also
inferior to the proposed system. Thus, the de-
veloped system not only demonstrates high
metrics, but also outperforms existing solu-
tions in key indicators of forecasting quality.

The quality of the model was assessed us-
ing the following metrics. The proportion of
correctly predicted classes to all predictions
(Accuracy) has the form (1):

4 , TP+ TN )
ceuracy: pp TN+ FP+ PN (1)

where TP is true positive, T'N is true negative,
FP is false positive, FIN is false negative. Re-
call measures how much of the actual positive
examples the model was able to correctly pre-
dict. Recall has the form (2):

TP
Recall: TP+ FN (2)

where TP is true positive, FIN is false negative.
The formula for the harmonic mean (F1 - mea-
sure) is as follows (3):

9. Precision - Recall
Precision + Recall’

F1—measure: (3)
where Precision shows how much of the pre-
dicted positive examples are actually positive.
Recall measures how much of the actual posi-
tive examples the model was able to correctly
predict.

The use of these metrics allowed us to ob-
jectively evaluate the system's performance
on various datasets, ensuring high accuracy
and reliability of forecasts.

The developed expert system was test-
ed on real medical data obtained from open
datasets, such as the Wisconsin Breast Cancer
Dataset (WBCD). During testing, anonymized
patient data was used, including mammogra-
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phy results, genetic data, and clinical indica-
tors [10].

Computing resources with the support of
graphic processing units (GPUs) were used to
train the expert system models. The average
training time for the model was about 4 hours
on a sample of 10,000 medical records. To de-
ploy the system in a clinical setting, a mid-
range server with GPU support or cloud com-
puting platforms such as Google Cloud or AWS
are sufficient.

However, the system has certain limita-
tions. One of the key challenges remains the
interpretability of the neural network model's
decisions. Although convolutional neural net-
works (CNNs) demonstrate high accuracy in
analyzing medical images, their "black box"
makes it difficult to understand the logic of the
inferences. To address this issue, interpretation
methods such as Grad-CAM (Gradient-weight-
ed Class Activation Mapping) are used to vi-
sualize the areas of the image that the model
pays attention to when making decisions.

Figure 2 shows the data flow diagram (DFD)
for the BCP oncological disease prediction sys-
tem. The main components include.

- Entities. Interaction with external par-
ticipants: patient (provides data); doctor (re-
quests forecasts and recommendations); lab-
oratory (conducts tests and provides results).

- Processes. Main operations within the
system: entering patient data; analyzing med-
ical data; making forecasts; generating rec-
ommendations.

- Data warehouses. Places where informa-
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tion is stored: patient history; test results.

- Data flows. Transfer of information be-
tween elements: patient data; test and analy-
sis results; forecasts; recommendations.

The final stage includes the implementation
of the BCP prediction system software. For this,
modern methods of programming, algorithmic
modeling and testing were used. The software
was developed using Python and specialized li-
braries, including TensorFlow and Keras, which
ensured high performance and accuracy of the
model. The final tests confirmed the correct-
ness of the system, which made it possible
to prepare it for clinical use. Python is one of
the most popular programming languages in
the field of artificial intelligence and machine
learning. In medical projects, Python is espe-
cially in demand due to its capabilities for data
processing, developing machine learning mod-
els and integration with various systems [6].
Python provides a wide range of tools for data
processing (NumPy, pandas), visualization
(Matplotlib, Seaborn) and creating ML models
(Scikit-learn, TensorFlow, Keras).

To train the neural networks of the expert
system, Keras, a high-level library for deep
learning developed in Python, was used. Keras
is built on top of low-level libraries such as Ten-
sorFlow, Theano, or Microsoft Cognitive Toolkit,
allowing developers to focus on the model ar-
chitecture. Keras supports both sequential and
functional models, allowing you to build both
simple and complex neural networks, such as
those with branching and pooling. Keras in-
cludes ready-made implementations of layers,

Provide Recommendations

esults

Patient

Patient Data

e —
Input Patient Data Knowledge Base

Patient History

Generate Prognosis

Recommendations

Doctor Laboratory

[Prognosis Analysis Request

Analyze Medical Data

Processed Data \Analysis Resultslest Data

e ————
Analysis Results

Figure 2 — Data flow diagram (DFD)

467



468

B Tpyabl yHuBepcuteta N22 (99) - 2025

convolutional, recurrent, activation functions,
optimizers, and regularization methods.

Results and discussions

As part of the study, an expert system for
predicting oncological diseases was developed,
including an application that allows predicting
the probability of the disease based on the
analysis of medical data (Figure 3).

The Python programming language was
used for its implementation due to its simplic-
ity, flexibility and rich library ecosystem. The
following libraries were used during the devel-
opment: NumPy and Pandas for data process-
ing; Matplotlib and Seaborn for visualization;
Scikit-learn for building basic models; Keras
and TensorFlow for developing deep neural
networks. The Keras library was used to de-
velop deep learning models due to its intuitive
interface, a wide range of tools for customizing
models and the ability to quickly prototype.

To highlight the uniqueness and compet-
itive advantages of the developed system, it
was compared with similar ones, such as IBM
Watson for Oncology and specialized diagnos-
tic tools. Key advantages of the developed sys-
tem:

- Adaptability: The use of hybrid models
combining convolutional and recurrent neural
networks allows analyzing both spatial (imag-
es) and temporal (dynamic) data.

- Accuracy: The developed system demon-
strates high metrics of accuracy, recall, and
F1-measure, which puts it on par with the best
existing solutions.

- Interactivity: Users of the system can
easily customize the input parameters and
obtain explanations of the predictions, which
makes it convenient for clinical use.

- Accessibility: The system is implement-
ed using open Python libraries, which makes it
cost-effective and accessible for adaptation to
local data.

- Integration: Easy integration with local
databases and medical systems ensures its
flexibility and versatility in various clinical set-
tings.

Main results:

- System architecture: a structure has been
developed that includes the stages of data en-
try, processing, analysis and forecasting.

- Trained model: a forecasting model has
been created and tested that uses machine
learning methods, which has made it possible
to achieve high accuracy and adaptability.

- Advantages and limitations analysis: the
system has demonstrated the ability to pro-
cess large volumes of data and integrate with
various sources of information, which minimiz-
es the likelihood of errors and increases the
speed of diagnostics.

The achieved results confirm the prospects
of using modern artificial intelligence technol-
ogies in medical practice. The resulting system
has the potential for implementation in clinical
activities, facilitating the work of specialists,
improving early diagnostics and increasing pa-
tients' chances for successful treatment.
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Conclusion

The development of an expert system for
predicting oncological diseases is an important
step in improving the quality of diagnostics,
treatment and prevention of one of the most
complex and significant problems in health-
care. The use of advanced technologies such
as machine learning and expert systems al-
lows us to effectively analyze large volumes
of medical data, identify hidden patterns and
make informed decisions that can help doctors
in their work.

Expert systems have proven their effec-
tiveness in medicine, offering many benefits:
from increasing the accuracy of diagnostics to
personalizing treatment approaches. Thanks
to the capabilities of Python and its libraries,
such as Keras, modern systems are becoming
not only functional, but also easy to develop
and adapt to specific tasks.

The created expert system for predicting
oncological diseases can make a significant
contribution to the fight against oncology. It
can not only improve the early detection of
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diseases, but also optimize therapeutic deci-
sions, increasing patients' chances of success-
ful treatment.
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nologies requires taking into account a number
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Thus, the use of expert systems and ma-
chine learning methods in medicine opens up
huge prospects, making patient care more ac-
curate, accessible and personalized. This area
continues to develop and promises to play a
key role in the future transformation of med-
icine.
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